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Abstract

Technological advances in areas such as battery technology, autonomous control, and ride-hailing services, combined with the scale-free nature of electric motors, have sparked significant interest in electric vertical takeoff and landing (eVTOL) aircraft for urban air mobility. In this work, we use simplified models for the aerodynamics, propulsion, propeller-wing flow interaction, and flight mechanics to carry out gradient-based optimization studies for the takeoff-to-cruise trajectory of a tandem tilt-wing eVTOL aircraft. We present results for optimizations with and without stall and acceleration constraints, with varying levels of flow augmentation from propellers, and find that the optimal takeoffs involve stalling the wings or flying near the stall angle of attack. However, we find that the energy penalty for avoiding stall is practically negligible. Additionally, we find that without acceleration constraints, the optimized trajectories involve rapidly transitioning to forward flight and accelerating, followed by climbing at roughly constant speed, and then accelerating to the required cruise speed. With an acceleration constraint for passenger comfort, the transition, climb, and acceleration phases are more gradual and less distinct. We also present results showing the impact of wing loading and power available on the optimized trajectories.

1 Introduction

The fundamentally different nature of electric motors, compared to combustion engines, allows developing unconventional aircraft configurations that would otherwise be impractical. This, combined with advances in battery technology, autonomous control, and ride-hailing services, makes large-scale urban air transportation seem more feasible than ever. This possibility of urban air transportation is currently receiving significant interest and a large number of different electric vertical takeoff and landing (eVTOL) aircraft are currently under development. A few examples of the companies currently developing passenger eVTOL aircraft are Airbus, Aurora Flight Sciences (a Boeing subsidiary), EHang, Joby Aviation, Kitty Hawk, Lilium, and Volocopter.
Most of the concepts under development can be categorized into a few major categories of aircraft type. Four of these major categories are multicopter (e.g., Volocopter 2X), lift+cruise (e.g., Kitty Hawk Cora), tilt-rotor (e.g., Joby S4), and tilt-wing (e.g., Airbus A³ Vahana) [1].

An eVTOL aircraft currently being developed by Airbus A³, called the Vahana, has a tandem tilt-wing configuration. This type of aircraft has tilting wings with fans on them that allow the aircraft to takeoff and land vertically like a helicopter, but cruise like an airplane. This configuration is one of the many solutions that allow achieving both the takeoff and landing flexibility of helicopters, and the efficient forward flight of airplanes.

Tilt-wing aircraft first received serious attention in the 1950s and 1960s when a few companies including Boeing, Ling-Temco-Vought (LTV), Hiller, and Canadair developed flying prototype aircraft [2–8]. Several successful flight tests including transitions between vertical and horizontal flight were carried out [2–5, 7]. Flight-test summaries for the Boeing-Vertol VZ-2 [2] and Canadair CL-84 [5] report that flow separation and stalling of the wings provided piloting and operational challenges. Over 300 hours of flight testing was carried out for the LTV/Hiller/Ryan XC-142 to prove its suitability for operation [4]. Despite the extensive testing, due to several factors including challenges related to control and stability as well as mechanical complexity, interest was lost and these programs were eventually canceled. However, with modern control systems and the advantages of electric propulsion, modern tilt-wing concepts may be able to overcome these challenges. A significant amount of literature also exists from that period related to the design, performance, and control of tilt-wing aircraft [9–14]. More recent work has focused on the design and control of smaller tilt-wing unmanned aerial vehicles (UAVs) [15–19].

Transitioning from vertical to horizontal flight for a tilt-wing aircraft is a balancing act in which the fans have to provide sufficient thrust to support the weight of the aircraft while also tilting with the wings to accelerate the aircraft to a speed and configuration where sufficient lift can be provided by the wings. This transition is an important consideration for the design of these types of aircraft. Separated flow over the wing, which is undesirable and avoided in conventional aircraft design, is an important concern during the transition for tilt-wing aircraft and may even be beneficial or unavoidable. Johnson et al. [1] briefly mention in their conference paper that their analysis for a tilt-wing eVTOL concept suggests that the wing is operating near or just beyond stall during transition. Based on testing for the NASA Greased Lightning GL-10 prototypes, it also seems possible that spending some time with the wing stalled may provide the most energy-efficient transition for a tilt-wing aircraft [19].

Stalling the wing during the transition process allows prioritizing acceleration and transitioning to the more efficient airplane configuration more quickly at the cost of some inefficient lift during early stages. However, it is not obvious whether this provides an overall benefit. Also, if it does, it is not obvious how much of a benefit it provides. Our goal in this work is to investigate this further for a tandem tilt-wing passenger eVTOL configuration based on the Airbus A³ Vahana.

There is a lack of studies on the optimal takeoff trajectory for passenger tilt-wing eVTOL aircraft. However, some related research has been carried out on transition op-
timization for tailsitter and flying-wing UAVs that takeoff vertically. Stone and Clarke [20] carried out numerical optimization studies for the takeoff maneuver of a 23–32 kg tailsitter twin-propeller wing-canard UAV with the objective of minimizing the time required to transition to forward flight and reach a specified altitude and speed. They limit the angles of attack in their optimization problem to prevent stalling the wing and conclude that it is possible for their UAV to transition without stalling the wing. They also note that as aircraft mass increases, the optimal takeoff maneuvers have increased angles of attack for greater portions of the maneuver. Another interesting observation from their results is that for larger aircraft masses, the optimal takeoff trajectory involves overshooting the target altitude and then descending to achieve it. In a later paper, Stone et al. [21] also discuss flight-test results for their UAV and note that during the vertical to forward-flight transition, the UAV lost altitude instead of gaining altitude as predicted by their simulations.

Kubo and Suzuki [22] numerically optimized the transitions between hover and forward flight for a 2 kg tailsitter UAV with a twin-propeller twin-boom wing-tail configuration. With the objective of minimizing transition time, and with stall constraints, they obtain an optimized transition from hover to forward flight without noticeable altitude change. They also note that high throttle settings during the transition help delay stall.

Maqsood and Go [23] numerically optimized transitions between hover and cruise for a small tailsitter tilt-wing UAV (conventional tractor configuration without distributed propulsion) with the objective of minimizing the altitude variation during transition. They compare optimization results for the hover to forward-flight transition for a configuration with tilting wings and the same configuration with fixed wings. They note that the optimal transition with a tilting wing avoids stalling the wing, which reduces thrust requirements compared to a fixed-wing configuration.

Osedo et al. [24] numerically optimized the hover to forward-flight transition for a 3.6 kg quadrotor tailsitter flying-wing UAV with the objective of minimizing the time required to transition. They compare optimization cases with and without constraints for maintaining altitude. They also compare their simulations to experimental flight tests. All four of the UAVs [20, 22–24] mentioned above are significantly different from the type of aircraft we are interested in, due to their configurations and sizes.

Two other related research efforts focus on the landing phase instead. Pradeep and Wei [25] optimized the speed profile and time spent in the cruise, deceleration-to-hover, hover, and descent phases given a fixed arrival time requirement for the Airbus A³ Vahana configuration. However, they do not model or study the details of the transition from cruise to hover. Verling et al. [26] optimized the transition from cruise to hover for a 3 kg twin-propeller unmanned tailsitter flying wing.

For all the optimization studies mentioned above, relatively low-order models are used for the multiple disciplines involved due to the complexity of the physics and the high computational cost of higher-order methods. For the aerodynamics, the approaches used by these studies include using a database with aerodynamic coefficients and derivatives from a panel method [20], using airfoil data with corrections [22], and interpolating wind-tunnel data [23, 24, 26]. For propulsion, these studies either use momentum theory and variations of blade-element models [20, 22] or experimental
data [24]. For the propeller-wing interaction, all of the above studies that consider it augment the flow over the wing using induced-velocity estimates based on momentum theory [22, 23, 26], except for Stone and Clarke [20] who connect a blade-element model to a panel-method model and account for both axial and tangential induced velocities [27]. For the flight dynamics, representing the aircraft using a three degrees-of-freedom (DOF) longitudinal model is the common approach [20, 22–24, 26].

To address the lack of literature on the optimal takeoff trajectory for passenger tilt-wing eVTOL aircraft, we present numerical optimization results for the takeoff-to-cruise phase of a tandem tilt-wing eVTOL configuration based on the Airbus A³ Vahana. The objective of the optimization is to minimize the electrical energy required to reach a specified cruise altitude and speed. In this paper, we answer the following questions:

1. What does the optimal takeoff trajectory including transition and climb (to a cruise altitude and speed appropriate for air-taxi operations) look like?
2. Does the optimal trajectory involve stalling the wings and, if yes, how much of a benefit does it provide?
3. How does the augmented flow over the wings due to propellers affect the optimal trajectory and energy consumption?
4. How much electrical energy is required?
5. How does the wing loading affect the optimal trajectory?
6. How does the power-to-weight ratio affect the optimal trajectory?

We use simplified models, gradient-based optimization, and NASA’s OpenMDAO framework [28, 29] (a Python-based open-source optimization framework) for the optimizations.

By “simplified” models we mean computationally inexpensive first-principles-based low-order models that capture the primary trends. To model the aerodynamics of the wings we use a combination of airfoil data, well-known relations from lifting-line theory, and the post-stall model developed by Tangler and Ostowari [30]. For propulsion and propeller-wing interaction we use relations from momentum theory and blade-element theory. For the flight mechanics we use a simplified 2-DOF representation of the aircraft and the forward Euler method for time integration.

This paper is organized as follows. In Section 2 we describe the mathematical models used in this work. In Section 3 we describe the optimization problems. Finally, in Section 4, we present and discuss the optimization results.

2 Mathematical models

We use the simplified models for aerodynamics, propulsion, propeller-wing interaction, and flight mechanics as described in the rest of this section. As mentioned earlier, by “simplified” models we mean computationally inexpensive first-principles-based low-order models that capture the primary trends.
2.1 Aerodynamics

Figure 1 shows the side view of the aircraft configuration that we use for this work. It is a tandem tilt-wing configuration based on the Airbus A³ Vahana. The configuration has two rectangular tilting wings, each with four propellers in front. The total wing planform area is 9 m², an estimate based on online images of an Airbus A³ Vahana full-scale flight-test prototype. For the configuration we model, we assume that the forward and rear wings are identical and have the same reference area for simplicity. However, note that the actual Airbus A³ Vahana prototype has a smaller forward wing (approximately 20% smaller than the rear wing based on flight-test prototype images).

![Side view of the VTOL configuration of interest](image)

Figure 1: Side view of the VTOL configuration of interest. The configuration has two rectangular tilting wings.

Since separated-flow conditions need to be considered for the transition from vertical to horizontal flight, we require a model for the aerodynamics of the wings that also predicts the lift and drag beyond the linear-lift region. We use a model developed by Tangler and Ostowari [30] for non-rotating finite-length rectangular wings based on experimental data and the model of Viterna and Corrigan [31]. The post-stall lift coefficient is given by

\[ C_L = A_1 \sin 2\alpha + A_2 \frac{\cos^2 \alpha}{\sin \alpha}, \]  \hspace{1cm} (1)

where

\[ A_1 = \frac{C_1}{2}, \]  \hspace{1cm} (2)

\[ A_2 = (C_{L_0} - C_1 \sin \alpha_s \cos \alpha_s) \frac{\sin \alpha_s}{\cos^2 \alpha_s}, \]  \hspace{1cm} (3)

and

\[ C_1 = 1.1 + 0.018 AR. \]  \hspace{1cm} (4)

Here, \( \alpha \) is the wing angle of attack, \( \alpha_s \) is the angle of attack at stall, \( C_{L_0} \) is the lift coefficient at stall, and \( AR \) is the wing aspect ratio. Before stall, the airfoil lift and
drag are modified using the well-known finite-wing corrections from lifting-line theory for unswept wings in incompressible flow.

Between 27.5° and 90°, the drag coefficient is given by:

\[ C_D = B_1 \sin \alpha + B_2 \cos \alpha, \]  

(5)

where

\[ B_1 = C_{D_{\text{max}}}, \]  

(6)

\[ B_2 = \frac{C_{D_s} - C_{D_{\text{max}}} \sin \alpha_s}{\cos \alpha_s}, \]  

(7)

and

\[ C_{D_{\text{max}}} = \frac{1.0 + 0.065AR}{0.9 + t/c}. \]  

(8)

Here \( C_{D_s} \) is the drag coefficient at stall and \( t/c \) is the airfoil thickness-to-chord ratio. For the post-stall drag coefficient below 27.5°, the data points listed in Table 1 are used.

Table 1: Post-stall drag coefficient data points below 27.5° from Tangler and Ostowari [30]

<table>
<thead>
<tr>
<th>α</th>
<th>( C_D )</th>
</tr>
</thead>
<tbody>
<tr>
<td>16°</td>
<td>0.100</td>
</tr>
<tr>
<td>20°</td>
<td>0.175</td>
</tr>
<tr>
<td>25°</td>
<td>0.275</td>
</tr>
<tr>
<td>27.5°</td>
<td>0.363</td>
</tr>
</tbody>
</table>

Viterna and Corrigan [31] and Tangler and Ostowari [30] note that post-stall characteristics are relatively independent of airfoil geometry, which is why we do not see any input directly related to camber in the above equations. Tangler and Ostowari [30] also note that post-stall characteristics are relatively independent of the Reynolds number in the high-Reynolds range. Tangler and Ostowari [30] based their modifications to the Viterna and Corrigan [31] model on finite-length fixed-wing experimental data from Ostowari and Naik [32] who conducted tests at Reynolds numbers ranging from 0.25 million to 1 million. This also happens to be a reasonable Reynolds number range for the takeoff phase of the configuration we are looking at. The advantage of this model is that it provides reasonable predictions that can be evaluated at very little computational cost. In Appendix A, we have included plots that compare the above Tangler–Ostowari model to finite-wing experimental data from Ostowari and Naik [32] for NACA 4415 and NACA 4412 wings of different aspect ratio and with different Reynolds numbers.

For the airfoil used by the configuration of interest, we assume the NACA 0012 symmetric airfoil for simplicity. For the pre-stall aerodynamics, we refer to NACA 0012 experimental data from Critzos et al. [33] and Abbott and Von Doenhoff [34].
estimated the lift-curve slope from the experimental data collected by Critzos et al. [33] (smooth airfoil at $Re = 1.8 \cdot 10^6$) as $5.9 \text{ rad}^{-1}$ and correct it using the following well-known correction for finite wings based on lifting-line theory:

$$a_{\text{wing}} = \frac{a_{\text{airfoil}}}{1 + \frac{a_{\text{airfoil}}}{\pi ARe}},$$

(9)

where $a_{\text{wing}}$ is the finite-wing lift-curve slope, $a_{\text{airfoil}}$ is the airfoil lift-curve slope, and $e$ is the span efficiency factor. We assume that the pre-stall lift curve is linear and that the stall angle of attack of the wing is $15^\circ$.

For each wing’s parasite drag before stall, we use airfoil drag coefficient values from the NACA 0012 drag polar provided by Abbott and Von Doenhoff [34] (smooth airfoil at $Re = 3 \cdot 10^6$). The data points we use are listed in Table 5 in Appendix B under $c_d$. To obtain these $c_d$ values from the drag polar, we first related $\alpha$ to the sectional lift coefficient, $c_l$. This was done using $c_l = \alpha \cdot a_{\text{airfoil}}$. Using this relation is not strictly correct because the sectional lift coefficient will vary across the wing. However, this gives a reasonable and conservative estimate. To these pre-stall parasite drag coefficients, we add induced drag using the well-known formula based on lifting-line theory,

$$C_{D_i} = \frac{C_L^2}{\pi AR e},$$

(10)

to obtain the total drag of the wing before stall. Here $C_{D_i}$ is the induced drag coefficient, $C_L$ is the wing’s lift coefficient, and for our configuration $AR = 8$ for each wing.

For simplicity, we compute the lift and drag of each wing in the tandem configuration as if they are independent and isolated wings. However, since we have a tandem configuration, we consider some interaction to determine the equivalent span efficiency, $e$, for each wing to avoid underpredicting drag. Based on the classical work of Munk and Prandtl [35], the induced drag of a biplane configuration with two identical wings generating the same amount of lift, $L_{\text{per wing}}$, is

$$D_{\text{induced}} = \frac{1}{\pi q} \left( 2 \frac{L_{\text{per wing}}^2}{b^2} + 2\sigma \frac{L_{\text{per wing}}^2}{b^2} \right),$$

(11)

where $q$ is the freestream dynamic pressure, $b$ is the span, and $\sigma$ is a factor for the interference between the wings. This assumes that the two wings have elliptical lift distributions. For an equal-span tandem configuration with an effective gap-to-span ratio of 0.25, $\sigma$ is approximately 0.4 [36].

For our configuration, we assume that with the effects of having a propeller at the wingtips, we can obtain a high span efficiency of approximately 0.95 for each wing in isolation. If we assume an effective gap-to-span ratio of 0.25 (i.e., $\sigma = 0.4$), and assume that Eq. (11) is valid for the assumed high span efficiency of 0.95, the induced drag for the configuration is

$$D_{\text{induced}} = 2 \left( 1.4 \frac{L_{\text{per wing}}^2}{\pi qb^2} \cdot 0.95 \right) = 2 \left( \frac{L_{\text{per wing}}^2}{\pi qb^2} \cdot 0.68 \right).$$

(12)
This means that to model the biplane as two isolated wings, the effective span efficiency, $e$, for each wing is approximately 0.68 (i.e., 0.95/1.4). We use this value of $e$ in Eq. (10) for our computations (computing the lift and drag of each wing as if they were isolated).

Since the Tangler–Ostowari model [30] described earlier only provides an analytic equation for the drag coefficient beyond 27.5°, we also desire an equation for the drag coefficient below this angle. To obtain an equation for the drag coefficient below 27.5°, we fit a quartic polynomial to the $C_D$ values in Table 5 and Table 1 to obtain

$$C_D = 0.008 + 1.107\alpha^2 + 1.792\alpha^4,$$

(13)

which is a least-squares fit where $\alpha$ is in radians. This curve and the data points are plotted in Fig. 16 in Appendix B.

The resulting lift and drag curves for each rectangular wing with $AR = 8$ using the Tangler–Ostowari [30] model are shown in Fig. 2. Since the curves shown in Fig. 2 have points at which the slopes are discontinuous, we use Kreisselmeier–Steinhauser (KS) functions [37] to make them $C^1$ continuous for gradient-based optimization. Figure 3 shows the regions of the lift and drag curves that are $C^1$ discontinuous and compares them to the curves from the KS functions that are used to smooth them.

![Figure 2: Finite-wing ($AR = 8$) coefficients of lift and drag using the Tangler–Ostowari model](image)

We must also note that for low flight speeds at the beginning of takeoff, especially for the cases where there is no flow over the wings from the propellers, the errors associated with this model may be significant due to the different behavior of flow at low Reynolds numbers [38].

This approach for modeling the aerodynamics of the wings is similar in nature to the approach used by Kubo and Suzuki [22], who use airfoil data that includes post-stall angles (−180° to 180°). However, it is not clear how they correct the airfoil data for finite-wing effects. As mentioned in the introduction, the other approaches used in
studies similar to this work include using a database with aerodynamic coefficients and derivatives from a panel method [20] and interpolating wind-tunnel data [23, 24, 26]. We have not come across the use of the Tangler–Ostowari [30] model in research related to airplane performance and design. However, this is not surprising because these relations are for the post-stall behavior of rectangular wings. Airplane performance and design usually does not require modeling post-stall behavior, and for the cases that do, the wings are usually not rectangular or in uniform freestream flow. The advantage of using the approach described here, over methods such as panel methods and RANS-based CFD, is that it provides reasonable predictions at very low cost due to the use of analytical equations. Additionally, obtaining accurate stall and post-stall predictions with higher-order methods such as panel methods and RANS-based CFD is a major challenge [39–44].

To the drag computed for the wings using the equations described above, we further add drag based on an assumed drag area of 0.35 for the fuselage and fixed landing gear, which is the value used in the open-source trade-studies code\(^1\) shared by the Airbus A\(^3\) Vahana team. We also assume that this coefficient for the fuselage and landing gear is independent of the freestream angle of attack and that the fuselage does not contribute any additional lift apart from the lift computed for the portions of the wing planforms that overlap with the fuselage.

As discussed earlier, we assume that both of the wings in our tandem configuration are identical. Apart from the interaction considered when computing the effective span efficiency for each wing, we assume that there is no interaction of flow between the two wings. We also assume that the two wings rotate identically, so this means

that the angles of attack seen by the two wings are assumed to be identical, and so are the lift and drag that they generate. Additionally, we assume that the wings are located forward and aft of the center of gravity (CG) such that their moments are always balanced and ignore any fine-tuning required for trim and stability. In reality, even with symmetric airfoils and identical vertically offset wings located with their quarter-chords equidistant from the CG, the forces and moments on the wings will not be identical and the aircraft will not stay perfectly balanced due to several factors including upwash and downwash, propeller interactions, CG movement, and fuselage moments. However, we assume their effects to be small and also neglect the effects of any rotation caused by them on the forces on the aircraft.

2.2 Propulsion

To compute thrust from the propellers as a function of power, we use the following relation based on momentum theory:

\[
P_{\text{disk}} = TV_{\infty \perp} + \kappa T \left( -\frac{V_{\infty \perp}}{2} + \sqrt{\frac{V_{\infty \perp}^2}{4} + \frac{T}{2\rho A_{\text{disk}}}} \right), \tag{14}
\]

where \( P_{\text{disk}} \) is the power supplied to the propeller disks excluding profile power, \( T \) is the thrust, \( V_{\infty \perp} \) is the component of the freestream velocity normal to the propeller disk, \( \rho \) is the air density, \( A_{\text{disk}} \) is the disk area of the propellers, and \( \kappa \) is a correction factor to account for induced-power losses related to non-uniform inflow, tip effects, and other simplifications made in momentum theory (\( \kappa = 1 \) for ideal power). We use power as a design variable in the optimization problems studied in this work and use the Newton–Raphson method to solve this nonlinear equation for thrust, \( T \), with power as an input. The propeller radius assumed for our configuration is 0.75 m, an estimate based on online images of an Airbus A³ Vahana full-scale flight-test prototype, which translates to a total disk area of 14.1 m² for eight propellers. For \( \kappa \), we assume a value of 1.2.

Note that the equations of momentum theory are typically derived and used for propellers with purely axial inflow [13], which is not the case in general for a tilt-wing aircraft. Using the freestream velocity component normal to the propeller disk, as done here, satisfies the simplified control-volume analysis used to derive the equations. However, the sources of error in the predictions increase. Momentum theory requires several assumptions including assuming that the inflow and the propeller loading are radially and azimuthally uniform. For a propeller with purely axial inflow, the flow and loading are not radially uniform in reality, and with an angle of incidence to the freestream flow, they will not be azimuthally uniform either. Still, Eq. (14) provides idealized estimates for the power required for a given amount of thrust, which we roughly correct using the \( \kappa \) factor and profile-power estimates described later.

Glauert [45] derived another modified version of momentum theory for cases in which the freestream flow is not normal to the disk. Glauert’s modified derivation is based on the observation that the induced velocity of a rotor in forward flight, when the freestream velocity component parallel to the rotor axis is small, corresponds more
closely to the induced velocity of a wing than that of a typical propeller [45]. We do not use Glauert’s modified version of momentum theory because we consider it to be more appropriate for edgewise flight although it gives similar, but slightly higher (0 to 10%), thrust predictions for the combinations of angles, speeds, and powers that we are interested in.

To estimate the thrust and power of a propeller at moderate and high incidence as a function of advance ratio and blade pitch setting, de Young [46] provides semi-empirical relations for the ratios of thrust and power for a propeller at incidence to the thrust and power with zero incidence for an advance ratio corresponding to the freestream velocity component normal to the propeller. These relations, and the experimental data that they are informed by, show that as the angle between the propeller axis and the freestream velocity increases, the thrust and power both generally increase for a given advance ratio and blade pitch setting. For the range of angles and advance ratios that we expect, and with a rough range of blade pitch settings that we can expect for the configuration we are studying, our estimates using the equations from de Young [46] show that the thrust-to-power ratio for the propellers at incidence to the thrust-to-power ratio with zero incidence for an advance ratio corresponding to the freestream velocity component normal to the propellers remains close to 1 (∼1.0 to 1.05). This gives us further confidence that the approach we use to estimate thrust as a function of power, which is based on the freestream velocity component normal to the propeller, provides reasonable trends.

For a rough estimate of profile power, we use

\[ C_{P_p} = \frac{\sigma C_{d_0p}}{8}(1 + 4.6\mu^2), \]

which is a formula based on blade-element theory for a rotor in non-axial forward flight [13, 47]. Here, \( C_{P_p} \) is the coefficient of profile power defined as \( C_{P_p} = P_p/(\rho A_{disk} R^3 \Omega^3) \), where \( P_p \) is the profile power, \( R \) is the radius of the propeller, and \( \Omega \) is the angular speed. Additionally, \( \sigma \) is the solidity, \( C_{d_0p} \) is a representative constant profile drag coefficient, and \( \mu \) is defined as \( V_{\infty\parallel}/(\Omega R) \) where \( V_{\infty\parallel} \) is the component of the freestream velocity parallel to the disk. This provides a rough estimate for profile power that also has a dependence on the incidence angle of the propeller. For \( \Omega \), we assume that the propellers are variable-pitch propellers that operate at a constant angular speed corresponding to a tip speed of Mach 0.4 at hover for relatively low-noise operation, this gives a value of \( \Omega = 181 \text{ rad/s} \) for \( R = 0.75 \text{ m} \). For the representative blade chord we use an estimate of 0.1 m based on Airbus A³ Vahana flight-test prototype images, which translates to a solidity of 0.13 for each 3-blade propeller. For \( C_{d_0p} \) we assume a value of 0.012. The approach of using momentum theory and a profile-power formula to model the performance of a tilting propeller is described by McCormick [13] and compared with experimental data to show good agreement.

With electrical power as an input, we compute \( P_{\text{disk}} \) as

\[ P_{\text{disk}} = 0.9 P_{\text{electrical}} - P_p, \]

where \( P_{\text{electrical}} \) is the power from the batteries. We use the 0.9 factor to account for electrical and mechanical losses related to the batteries, electrical systems, and
the motors. For the optimization problems, we limit the maximum electrical power available to 311 kW. This is the electrical power, calculated using Eqs. (16) and (14), required to achieve a total thrust equal to 1.7 times the weight at hover (the 1.7 factor is taken from the Airbus A³ Vahana design process blog). We also assume that the axes of rotation of the propellers line up with the chord lines of the wing.

When the freestream flow is not normal to the propeller disks, the propellers will also generate forces normal to their axes. We estimate these normal forces using empirical formulas from de Young [46]. The normal force is calculated as

\[
N = \frac{4.25\sigma_e \sin(\beta + 8^\circ)fq_\perp A_{\text{disk}}}{1 + 2\sigma_e \tan \alpha_{\text{in}}},
\]  

(17)

where \(\beta\) is the blade pitch angle at 0.75\(R\), \(q_\perp\) is the dynamic pressure based on the freestream velocity component normal to the propeller disk, \(A_{\text{disk}}\) is the propeller area, and \(\alpha_{\text{in}}\) is the incidence angle. The other terms are computed as follows. The effective solidity, \(\sigma_e\) is

\[
\sigma_e = \frac{2Bc_b}{3\pi R},
\]

(18)

where, \(B\) is the number of blades per propeller, \(c_b\) is the average chord length of the blades, and \(R\) is the propeller radius. The thrust factor, \(f\), is

\[
f = 1 + \frac{\sqrt{1 + T_c} - 1}{2} + \frac{T_c}{4(2 + T_c)},
\]

(19)

where, \(T_c\) is a thrust coefficient defined as \(T_c = T/(q_\perp A_{\text{disk}})\) and \(T\) is the thrust. For rough values of \(\beta\) to use in Eq. (17), we assume that the blade angle changes linearly from 10° at a flight speed of 0 m/s to 35° at the cruise speed of 67 m/s (i.e., linearly with advance ratio with a fixed rotation speed). For most propeller aircraft, the incidence angles of the propellers during normal operation are small and the resulting normal forces are also small and can be neglected, especially during early performance studies. For some of our cases, the incidence angles will be relatively large during transition. However, since the flight speeds will be relatively low during transition, the normal forces generated will still be small in comparison to the thrust forces and weight of the aircraft.

As mentioned in the introduction, blade-element methods are commonly used to model the performance of propellers [20, 22, 48]. We use momentum theory instead of blade-element methods because it provides reasonable predictions and captures the major trends (e.g., the decrease in thrust with increase in flight speed) at very low computational cost. If we desired higher accuracy and wanted to take the geometry and pitch settings of specific blades and propellers into consideration, blade-element methods would be an option.

2.3 Propeller-wing interaction

Accurately modeling the interaction between a wing and the flow induced by propellers is a challenging undertaking and an area of active research due to its complexity [49–54]. In order to take this interaction into consideration in a simple manner, we once again turn to momentum theory. Based on momentum theory, the propeller increases the normal component of the freestream velocity in the streamtube to \( V_{\infty \perp} + v_i \) at the propeller disk and to \( V_{\infty \perp} + 2v_i \) at distances far downstream of the disk. The induced speed at the disk, \( v_i \), is given by

\[
v_i = \left( -\frac{V_{\infty \perp}}{2} + \sqrt{\frac{V_{\infty \perp}^2}{4} + \frac{T}{2\rho A_{\text{disk}}}} \right).
\] (20)

The induced velocity far downstream of the propeller, \( 2v_i \), gives us an upper bound for the effective increase in flow velocity downstream of a propeller. In reality, since this model makes many simplifications, including neglecting viscous effects and assuming uniform flow, it is practically impossible for the effective flow speed seen by a wing behind a propeller to increase by this value. However, this gives us a range within which the increased effective speed seen by a wing will lie. To account for the propeller-wing flow interaction in our simulations, we increase the chordwise component of the freestream velocity for the entire wing by a range of factors, \( k_w \), between 0 and 200%, multiplied by the induced speed at the disk, \( v_i \).

According to Selig [48], when the aircraft speed is low and the propellers are highly loaded, the wake of the propeller is similar to a free jet and the wake speed within a few propeller diameters can be assumed to be the same as the speed at the disk (i.e., \( k_w \approx 100\% \)). For higher speeds when the propellers are lightly loaded, the contraction of the streamtube occurs within a few disk diameters [48] and the additional speed of the wake will be between \( v_i \) and \( 2v_i \) (i.e., \( 100\% < k_w < 200\% \)) within a few disk diameters.

For the wings of configurations like the Airbus A³ Vahana, since the wake of the propellers does not completely and uniformly envelope the entire wing, and due to other simplifications made in the momentum theory, the effective \( k_w \) for the wing, especially at low speeds, is likely to be less than but close to 1. However, since this is difficult to predict accurately, we look at a wide range of \( k_w \) (0 to 200%) to study how it impacts the optimization results.

We neglect any interaction between the forward and rear propellers, any interaction between the wakes of the forward propellers and the rear wing, and any interaction between the forward wing and the streamtubes of the rear propellers. Due to the vertical separation of the wings, and because the wing angles for the takeoff phase will primarily lie between 0° and 90° to the horizontal, no significant flow interaction is expected.

This approach of augmenting the flow over the wings using the induced-velocity estimate from momentum theory with adjustment factors is common practice [22–24, 26, 48, 55]. However, one difference in our approach is that we consider a range of induced-velocity factors, \( k_w \), instead of assuming a particular value or using a particular
formula, such as the one for streamtube contraction provided by McCormick [13], to compute the value. This allows us to study how the flow augmentation impacts the optimization results.

2.4 Dynamics

To simulate the trajectory of the aircraft, we use a 2-DOF representation and the forward Euler method. We solve for the aircraft’s horizontal and vertical components of velocity as a function of time given the control variables, which are the wing-tilt angle and electrical power. The horizontal component of velocity at each time step is computed as

$$v_{x_{i+1}} = v_{x_i} + \frac{T \sin \theta - D_{\text{fuse}} \sin (\theta + \alpha_{\infty}) - D_{\text{wings}} \sin (\theta + \alpha_{\text{EFS}}) - L_{\text{wings}} \cos (\theta + \alpha_{\text{EFS}}) - N \cos \theta}{m} \Delta t,$$  (21)

where $i$ is the index of the time step, $\Delta t$ is the length of each time step, $\theta$ is the wing angle relative to the vertical, $\alpha_{\infty}$ is the freestream angle of attack, $\alpha_{\text{EFS}}$ is the effective freestream angle of attack seen by the wings due to the propellers, $m$ is the mass of the aircraft, $T$ is the total thrust, $D_{\text{fuse}}$ is the drag of the fuselage, $D_{\text{wings}}$ is the total drag of the two wings, $L_{\text{wings}}$ is the total lift of the two wings, and $N$ is the total normal force from the propellers. The angles and forces are illustrated in Fig. 4. As mentioned earlier, we assume that the two wings are identical, and rotate and behave identically. Similarly, the vertical component of velocity at each time step is computed as

$$v_{y_{i+1}} = v_{y_i} + \frac{T \cos \theta - D_{\text{fuse}} \cos (\theta + \alpha_{\infty}) - D_{\text{wings}} \cos (\theta + \alpha_{\text{EFS}}) + L_{\text{wings}} \sin (\theta + \alpha_{\text{EFS}}) + N \sin \theta - mg}{m} \Delta t,$$  (22)

where $g$ is the acceleration due to gravity.

The time-step length, $\Delta t$, is computed as the flight time (which is a design variable in our optimization problem formulation) divided by 500. As we will see later, the flight times for the optimized takeoffs lie below 50 s, this translates to time steps less
than 0.1 s. Based on step-size convergence studies, we found that this is a sufficiently small time-step range.

The common approach used in the related optimization studies cited in the introduction is to represent the aircraft using a 3-DOF model (two displacements in the longitudinal plane and one pitch-angle) [20, 22–24, 26]. However, we take advantage of our tandem configuration and reduce the number of DOF to two. As discussed earlier in Section 2.1, we assume that the wings are located forward and aft of the CG, and rotate identically, such that their moments are always balanced (or at least that the effects of any imbalanced moments are negligible). We also ignore any fine-tuning that would be required in reality for trim and stability. Additionally, we assume that the pitching moments generated by the fuselage and propellers, and the reaction moments generated when the actuators rotate the wings are negligible, and neglect the effects of any rotation caused by these on the forces on the aircraft. This gives the simplified 2-DOF model (vertical and horizontal displacements only) described above.

### 3 Optimization problem formulations

Table 2 summarizes the baseline optimization problem formulation that we use. Table 3 lists additional constraints that are added for some of the cases. The objective is to minimize the electrical energy consumed to reach an altitude of 305 m and a cruise speed of 67 m/s. These altitude and cruise-speed specifications are taken from the mission requirements shared by Uber Elevate\(^3\). We also use an altitude constraint to ensure that the aircraft does not fall below an altitude of 0 m. The additional constraints are stall constraints to keep the effective freestream angle of attack of the wings between \(-15^\circ\) and \(15^\circ\) (our assumed stall angles of attack), an acceleration constraint for passenger comfort, and horizontal-displacement requirements for consistent energy comparisons. The acceleration and horizontal-displacement constraint values will be explained further in later sections. To avoid defining constraint functions for altitude, wing angle of attack, and acceleration at each time step, we use KS functions to aggregate [56, 57] the constraints. Therefore, instead of 501 constraint functions each (recall that 500 is the number of time steps) for the altitude, positive stall, and negative stall constraints, we have one function for each. Note that the KS functions provide conservative values for the quantities being constrained. This means that the constrained values will not lie exactly on the constraint limits when it is optimal to do so. However, we selected parameters for the KS functions to keep the level of conservativeness low, allowing the constrained values to approach the constraint limits closely which will be visible in the optimization results.

The design variables are the angle of the wings (same for both wings), the total electrical power (all propellers are identical and receive the same power), and the flight time. Since the wing angle and electrical power are continuous functions of time, we parameterize them using 4th-order B-splines with 20 evenly spaced control points each

\(^3\)https://www.uber.com/info/elevate/ecrm/[Accessed: Dec 2018]

Table 2: Baseline optimization problem formulation

<table>
<thead>
<tr>
<th>Function/variable</th>
<th>Note</th>
<th>Quantity</th>
</tr>
</thead>
<tbody>
<tr>
<td>minimize</td>
<td>electrical energy consumed</td>
<td></td>
</tr>
<tr>
<td>with respect to</td>
<td>wing angle to vertical B-spline parameterized using 20 control points</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>electrical power B-spline parameterized using 20 control points</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>flight time</td>
<td>1</td>
</tr>
<tr>
<td>subject to</td>
<td>final altitude ≥ 305 m Uber-specified cruise altitude</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>final horizontal speed = 67 m/s Uber-specified cruise speed</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>altitude ≥ 0</td>
<td>1</td>
</tr>
<tr>
<td>Total design variables</td>
<td></td>
<td>41</td>
</tr>
<tr>
<td>Total constraint functions</td>
<td></td>
<td>3</td>
</tr>
</tbody>
</table>

Table 3: Additional constraints used for some of the optimization cases

<table>
<thead>
<tr>
<th>Function/variable</th>
<th>Note</th>
<th>Quantity</th>
</tr>
</thead>
<tbody>
<tr>
<td>angle of attack ≥ 15°</td>
<td>Positive stall-angle constraint</td>
<td>1</td>
</tr>
<tr>
<td>angle of attack ≤ −15°</td>
<td>Negative stall-angle constraint</td>
<td>1</td>
</tr>
<tr>
<td>acceleration magnitude ≤ 0.3 g</td>
<td>Acceleration constraint</td>
<td>1</td>
</tr>
<tr>
<td>final horizontal displacement = 900 m</td>
<td>Horizontal-displacement requirement</td>
<td>1</td>
</tr>
</tbody>
</table>

(Appendix D includes comparisons of optimization results using 5 to 40 control points).
The bounds for the wing-angle control points are 0° and 135° to the vertical, the bounds for the electrical-power control points are 1 kW and 311 kW, and the bounds for the flight time are 5 s and 60 s. The initial velocity is 0 m/s in the horizontal direction and 0.01 m/s in the vertical direction (a small initial speed so that the angle of attack is defined at the initial condition). The initial altitude is 0.01 m (a small positive value so that the altitude constraint is not violated by the initial condition). These initial speeds and altitude can be interpreted either as starting from rest on the ground or starting from rest in a hover state at some baseline altitude.

We use the OpenMDAO optimization framework [28, 29] (version 2.6.0) and the SNOPT [58] gradient-based optimizer (version 7.2-5) to solve the optimization problems. We set the major optimality and major feasibility tolerances of SNOPT to 10^{−8}. Due to the low computational cost of the models and the relatively small number of design variables, we compute the gradients using the complex-step method [59]. The complex-step method provides the implementation ease and flexibility of finite-difference methods, but without the concerns related to step size and accuracy. However, as is the case for finite-difference methods, the computational cost of using the complex-step method scales poorly with the number of design variables. If we were using a very large number of design variables or computationally expensive models, this method for computing gradients would be very limiting. Since we are using computationally inexpensive models for this study, this is not an issue. Table 4 contains the aircraft specifications used for these optimizations. The scripts used to run the optimization problems are publicly available\(^5\). Each optimization problem takes on

\(^5\)https://bitbucket.org/shamsheersc19/tilt_wingEvtolTakeoff
the order of minutes to solve on a desktop computer.

Table 4: Parameters and specifications for the aircraft under consideration. These values are estimates based on the Airbus A³ Vahana.

<table>
<thead>
<tr>
<th>Specification</th>
<th>Value</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Takeoff weight, $m$</td>
<td>725 kg</td>
<td></td>
</tr>
<tr>
<td>Total wing planform area, $S_{ref}$</td>
<td>9.0 m²</td>
<td>4.5 m² for each wing</td>
</tr>
<tr>
<td>Wing span, $b$</td>
<td>6 m</td>
<td>Same for both wings</td>
</tr>
<tr>
<td>Propeller radius, $R$</td>
<td>0.75 m</td>
<td>Same for all propellers</td>
</tr>
<tr>
<td>Total number of propellers</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>Number of blades per propeller, $B$</td>
<td>3</td>
<td>Same for all propellers</td>
</tr>
<tr>
<td>Representative blade chord, $c_b$</td>
<td>0.1 m</td>
<td>Same for all propellers</td>
</tr>
<tr>
<td>Maximum electrical power, $P_{max}$</td>
<td>311.0 kW</td>
<td>Power for $T = 1.7 mg$ at hover</td>
</tr>
</tbody>
</table>

4 Optimization results

Section 4.1 presents optimization results without acceleration constraints or horizontal-displacement requirements to show what the optimized trajectories are when the optimizer is given the most freedom. After that, Section 4.2 presents optimization results with an acceleration constraint and a horizontal-displacement requirement. Finally, Sections 4.3 and 4.4 present optimization results with varying wing loading and power-to-weight ratio.

4.1 Results without acceleration constraints or horizontal-displacement requirements

4.1.1 Results without stall constraints

Figure 5 shows optimization results without stall constraints for the first set of optimization problems, which does not have acceleration constraints or horizontal-displacement requirements. The first row of subplots in Fig. 5 shows the wing-angle and electrical-power design variables (our control variables). The rest of the subplots in Fig. 5 show the state variables (vertical and horizontal displacements, wing angle of attack, speed, wing lift and drag, total thrust, and acceleration magnitude). The same optimization problem is solved for six different values of the propeller-induced velocity factor ($k_w = 0\%, 25\%, 50\%, 75\%, 100\%, \text{ and } 200\%$). A value of 0\% corresponds to no flow augmentation from the propellers, and 200\% is a conservative and likely unattainable upper limit for the effective flow augmentation. As discussed in Section 2.3, we expect the effective $k_w$ to be less than 100\% for the type of configuration we are studying.

In Fig. 5, from the subplot showing the wing angle of attack as a function of time, we see that for $k_w \leq 25\%$, the optimal trajectory involves transitioning to forward flight with the wings stalled during the first few seconds. For higher $k_w$, the optimizer does not choose to stall the wings. From the subplot showing the wing angle relative to the
Figure 5: Results without stall constraints for the optimization problem set that does not have acceleration constraints or horizontal-displacement requirements.
vertical, we see that the wing angle first increases during the initial transition phase, then decreases to around $37^\circ$ to $40^\circ$ during the climb phase, and finally increases again for level flight. The angle range of $37^\circ$ to $40^\circ$ allows the aircraft to climb at vertical speeds near the best rate of climb for this aircraft (31 m/s). It is also interesting to note that the entire takeoff is carried out at or almost at maximum power for all $k_w$ values.

From the displacement and speed subplots, we see that the optimized trajectories involve first transitioning rapidly to forward flight and accelerating, followed by climbing at roughly constant speed, and then finally accelerating to the required cruise speed. We also see that the optimal trajectories involve overshooting the required cruise altitude by a small margin and then descending while accelerating to the required cruise speed. These climb and acceleration features have been seen before in trajectory-optimization literature [60, 61].

The electrical energy consumption values listed in Fig. 5 show that the differences in energy consumed with or without the flow augmentation from propellers are practically negligible. Note that the horizontal distances covered in these results are different for the different $k_w$ values and the differences would have to be made up in cruise. However, the maximum difference is 15 m which also corresponds to a practically negligible amount of energy difference.

### 4.1.2 Results with stall constraints

Fig. 6 shows results with stall constraints ($-15^\circ \leq \text{angle of attack} \leq 15^\circ$) for the first set of optimization problems, which does not have acceleration constraints or horizontal-displacement requirements. The optimized trajectories are very similar to the optimized trajectories for the cases without stall constraints. The main difference is smaller wing angles relative to the vertical, for the cases with low flow augmentation from the propellers ($k_w \leq 25\%$), during the initial transition phase to keep the flow attached.

Figure 17 in Appendix C provides a closer view of the initial transition phase of the trajectories shown in Figs. 5 and 6. With low flow augmentation and with stall constraints, the optimal trajectories involve gaining more altitude and transitioning more gradually to avoid stalling the wings.

Once again, Fig. 6 shows that the energy consumption differences with or without the flow augmentation from propellers are practically negligible. Additionally, by comparing the energy values listed in Figs. 5 and 6, we see that the energy penalty to avoid stalling the wings is also practically negligible. Note again that for these cases the horizontal distances covered are slightly different, by a maximum of 27 m, which also corresponds to a practically negligible cruise energy difference. We add horizontal-displacement requirements for more consistent energy comparisons to the optimization problems discussed in the following sections.

The acceleration subplots in Figs. 5 and 6 show that the accelerations reach 1 g in magnitude. These may be acceptable for applications such as package transportation or autonomous relocation of the aircraft, but would be uncomfortable for passengers. For the sets of optimization problems discussed in the following sections, we also add
Figure 6: Results with stall constraints for the optimization problem set that does not have acceleration constraints or horizontal-displacement requirements
acceleration constraints for passenger comfort.

Figures 5 and 6 also show oscillations in the angle-of-attack, lift, and drag subplots, as well as some less obvious fluctuations in the wing-angle and thrust subplots, especially during the first ten seconds. The wing angle affects all the disciplines we model and therefore the exact tradeoffs being made here are not obvious. Changing the wing angle changes the component of the freestream velocity normal to the propeller disks, which for a given power changes the thrust, the induced velocities, and the propulsive efficiency. Changing the wing angle also changes the direction of the thrust vector which, along with the change in thrust magnitude, changes the acceleration and velocity of the aircraft, and also changes how much work is being done against gravity and to increase kinetic energy, and how much is being done against drag. Additionally, changing the wing angle, along with the resulting changes to the freestream velocity and induced velocities, also changes the angle of attack of the wings and the resulting forces which impact the aerodynamic performance. The magnitudes and relative sensitivities of these quantities to the wing angle are all different and also change with the evolving flight conditions, making it challenging to isolate benefits and explain the fluctuations and oscillations. However, since we are minimizing energy consumption, the problem boils down to maximizing total efficiency while satisfying the mission requirements. In Fig. 7, we plot propulsive efficiency and total efficiency as a function of time for the optimization results corresponding to Fig. 6. We define the propulsive efficiency as

\[
\eta_{prop} = \frac{TV_{\infty,\perp}}{P_{\text{electrical}}},
\]

and the total efficiency as

\[
\eta_{\text{total}} = \frac{mg_y + 0.5m(v_x^2 + v_y^2)}{\int P_{\text{electrical}} \, dt},
\]

where \( y \) is the vertical displacement. The total efficiency is the ratio of the potential and kinetic energy to the electrical energy consumed. We do not see any significant fluctuations in the propulsive efficiency and the total efficiency curves. Additionally, the comparison of optimization results with different numbers of control points in Fig. 18 in Appendix D shows that the design space is relatively flat because even with smoother and significantly different control inputs and state variables when the number of control points is low, the differences in energy consumption are small (1% between the energy consumptions with 5 control points and 40 control points). Note that these optimization problems have been converged very tightly and the energy consumption decreases by only \( \sim 10^{-5}\% \) or less over the last three orders of convergence of the optimality criterion, and therefore the oscillations are not a result of a lack of convergence. Based on this, we attribute the oscillations to a combination of the design freedom provided by the B-spline parameterization and the optimizer taking advantage of subtle tradeoffs and small benefits in the design space.
4.2 Results with an acceleration constraint and a horizontal-displacement requirement

Now we present optimization results with an acceleration constraint and a horizontal-displacement requirement. During takeoff, the longitudinal acceleration of commercial airplanes can reach up to $0.5 \, g$ without significant discomfort for passengers [62]. Based on this we add a constraint to limit the magnitude of the accelerations to below $0.3 \, g$ for passenger comfort. As discussed in Section 4.1, the different cases with and without stall constraints and with different $k_w$ values had small differences in their final horizontal displacements and these differences would have to be made up in cruise. For more consistent comparisons, we add the requirement that the final horizontal displacement must be 900 m. First we ran the optimizations with the acceleration constraint, but without a horizontal-displacement requirement, and found that the final horizontal displacements ranged between 829 m and 869 m. Therefore we set the horizontal-displacement requirement to 900 m, a value greater than the above horizontal displacements.

4.2.1 Results without stall constraints

Figure 8 shows optimization results without stall constraints for the second set of optimization problems, which has the acceleration limit of $0.3 \, g$ and the horizontal-displacement requirement of 900 m. The takeoffs are no longer carried out at maximum power and the wing angle now has a gradual increase instead of a rapid increase and
decrease as seen in Fig. 5. With $k_w = 0$, the flow over the wing remains separated for the first 7 s, and for all other $k_w$ values except 200%, the wings operate slightly beyond the stall angle of attack for a few seconds. The trajectories show greater gain in altitude during the initial phase compared to our previous set of results without the acceleration constraint. We also no longer see distinct acceleration and climb phases as we did in the previous set of results.

The optimized trajectories now also have more noticeable differences between them for the different levels of flow augmentation. With lower levels of flow augmentation, the optimized trajectories involve taking off with smaller wing angles to the vertical and gaining more altitude during the initial takeoff phase. However, once again we find that the energy consumption differences are practically negligible for the different $k_w$ values.

For a direct comparison to energy consumed without an acceleration constraint, energy consumption values are included in Table 6 in Appendix E for optimization cases without the acceleration constraint but with the horizontal-displacement requirement of 900 m. Without the acceleration constraint, the energy consumption is 9% lower on average.

### 4.2.2 Results with stall constraints

Figure 9 shows optimization results with stall constraints for the second set of optimization problems, which has the acceleration limit of 0.3 $g$ and the horizontal-displacement requirement of 900 m. Once again, we find that the energy consumption differences are practically negligible for the different $k_w$ values and that the energy penalty to avoid stalling the wings is practically negligible as well.

To put the energy consumption values for the takeoff-to-cruise phase into perspective, we can estimate how much battery mass the electrical energy consumption translates to. The optimized takeoff-to-cruise energy consumption values for the cases with acceleration and horizontal-displacement requirements discussed so far range between 1862 Wh and 1875 Wh. With a cell-level specific energy of 200 Wh/kg (roughly the specific-energy value of the cells in today’s high-end production electric vehicles) this translates to 9.5 kg of battery. Considering packaging, thermal management, and depth of discharge limitations, the installed-battery specific energy at current technology levels is likely to be closer to 100 Wh/kg [1], which translates to a battery weight of approximately 19 kg.

To further put the optimization results into perspective, we compare the energy consumption of the optimized profiles presented so far to a simpler, primarily hand-tuned, and somewhat more conventional climb in which the aircraft takes off, climbs at the wing angle for best rate of climb ($\theta_{RCmax}$), and then accelerates to the required cruise speed. The simpler trajectory that we use has four phases. In the first phase, the aircraft takes off with the wing angle, $\theta$, increasing from vertical to 35° and the power increasing from 70% $P_{max}$ to 90% $P_{max}$ over the first 10 s. In the second phase, the aircraft climbs to 250 m at maximum power with the wing angle set at 35°, which is $\theta_{RCmax}$ for our configuration. In the third phase, the aircraft transitions to horizontal flight by increasing the wing angle to 80° and reducing the power to 20% $P_{max}$ over 10 s.
Figure 8: Results without stall constraints for the optimization problem set that has the acceleration limit of 0.3 g and the horizontal-displacement requirement of 900 m
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Figure 9: Results with stall constraints for the optimization problem set that has the acceleration limit of 0.3 $g$ and the horizontal-displacement requirement of 900 m
Finally, in the fourth phase, the aircraft accelerates to the required cruise speed and satisfies the altitude and horizontal-displacement requirements. This simpler trajectory avoids stalling the wings and the phases have maximum accelerations in the 0.3 to 0.4 g range. On average, this simpler strategy requires 5% more electrical energy than the optimized trajectories (the differences are 5% or 6% depending on the $k_w$ value).

In Appendix D, Figs. 18 and 19 show comparisons of optimization results with different numbers of B-spline control points (5, 10, 20, and 40 control points). The different numbers of control points provide varying levels of control on the design variables (our control variables); a larger number allows more rapid and frequent changes to the control variables. From Fig. 19 we see that with 10, 20, and 40 control points, the same trends are obtained and the differences in the energy consumption values are within 1%.

There is also the question of whether multiple local minima exist for these optimization problems. We solved the above optimization problems with over 50 different initial guesses for the wing-angle and electrical-power design variables (including constant, monotonically increasing, monotonically decreasing, and random values for the control points), as well as different initial guesses for the flight-time design variable, and did not find multiple local minima. Although this does not disprove the existence of other minima, it indicates that their existence is unlikely.

### 4.3 Results with higher wing loading

Since the results discussed so far are for an aircraft with a predetermined total wing planform area, it is also worth investigating what happens to the results when the wing size is different. We redo the optimizations that have the acceleration limit of 0.3 g and the horizontal-displacement requirement of 900 m, with smaller wings (80%, 60%, and 40% of the baseline wing reference area, $S_{ref}$, with the span kept constant) to see what happens to the results. Note that we do not change the weight of the aircraft for these optimization cases. Figures 10 and 11 show optimization results with stall constraints for $k_w = 0\%$ and $k_w = 100\%$, respectively. We observe larger angles of attack with smaller wings, and also that it is still possible to avoid stall with significantly smaller wings. We have omitted plots for results without stall constraints; the main difference being angles of attack up to 25° in the first 7 s for $k_w = 0$ as seen in Fig. 8. When we compare the electrical energy consumed with the different planform areas, we see that the differences are small. This indicates that when designing the wings of a tilt-wing aircraft for urban mobility, factors such as avoiding flow separation during the takeoff phase and maximizing cruise efficiency should take precedence over considerations such as the energy consumed during the takeoff phase.
### Figure 10: Results with different wing sizes for the optimization problem that includes the stall constraints, the 0.3 g acceleration limit, and the 900 m horizontal-displacement requirement ($k_w = 0$)

<table>
<thead>
<tr>
<th>Wing size</th>
<th>Energy consumed [Wh]</th>
</tr>
</thead>
<tbody>
<tr>
<td>100% $S_{ref}$</td>
<td>1875.0</td>
</tr>
<tr>
<td>80% $S_{ref}$</td>
<td>1875.5</td>
</tr>
<tr>
<td>60% $S_{ref}$</td>
<td>1883.4</td>
</tr>
<tr>
<td>40% $S_{ref}$</td>
<td>1906.6</td>
</tr>
</tbody>
</table>

### Figure 11: Results with different wing sizes for the optimization problem that includes the stall constraints, the 0.3 g acceleration limit, and the 900 m horizontal-displacement requirement ($k_w = 100\%$)

<table>
<thead>
<tr>
<th>Wing size</th>
<th>Energy consumed [Wh]</th>
</tr>
</thead>
<tbody>
<tr>
<td>100% $S_{ref}$</td>
<td>1863.1</td>
</tr>
<tr>
<td>80% $S_{ref}$</td>
<td>1863.0</td>
</tr>
<tr>
<td>60% $S_{ref}$</td>
<td>1870.8</td>
</tr>
<tr>
<td>40% $S_{ref}$</td>
<td>1893.3</td>
</tr>
</tbody>
</table>
4.4 Results with lower power-to-weight ratios

Next, we also investigate what happens to the optimization results when the maximum power available decreases. We redo the optimizations that have the acceleration limit of $0.3 \, g$ and the horizontal-displacement requirement of 900 m, with lower values for the upper bound of the electrical-power control variables (60%, 70%, and 80% of the baseline upper limit, $P_{\text{max}}$). These maximum-power values correspond to thrust-to-weight ratios at hover equal to 1.19, 1.33, 1.46, and 1.7, respectively. Note that we do not change the weight of the aircraft for these optimization cases.

Figures 12 and 13 show optimization results without stall constraints for $k_w = 0\%$ and $k_w = 100\%$, respectively. The takeoffs for the lower-power cases ($60\% \ P_{\text{max}}$ and $70\% \ P_{\text{max}}$) are carried out almost completely at maximum power. With the available power limited to $60\% \ P_{\text{max}}$ and $70\% \ P_{\text{max}}$, we also see purely vertical flight phases in the optimized trajectories, something not seen in the other optimization results in this paper. These results also show that, up to a certain level due to the acceleration constraint, with more power available, less time and less electrical energy are required to reach the specified cruise altitude and speed. The lowest-power cases consume approximately 30% more electrical energy than the highest-power cases.

With stall constraints, the optimizer indicated that the optimization problems were infeasible with $k_w \leq 50\%$ for $60\% \ P_{\text{max}}$ and with $k_w \leq 25\%$ for $70\% \ P_{\text{max}}$. This shows that with low available power and low levels of flow augmentation, stalling the wings during takeoff can be unavoidable.

<table>
<thead>
<tr>
<th>Maximum power</th>
<th>Energy consumed [Wh]</th>
</tr>
</thead>
<tbody>
<tr>
<td>60% $P_{\text{max}}$</td>
<td>2488.0</td>
</tr>
<tr>
<td>70% $P_{\text{max}}$</td>
<td>1988.3</td>
</tr>
<tr>
<td>80% $P_{\text{max}}$</td>
<td>1875.8</td>
</tr>
<tr>
<td>100% $P_{\text{max}}$</td>
<td>1871.7</td>
</tr>
</tbody>
</table>

Figure 12: Results with varying maximum power for the optimization problem that includes the $0.3 \, g$ acceleration limit and the 900 m horizontal-displacement requirement (no stall constraints, $k_w = 0$)
Finally, keeping our observations so far in mind, we revisit the simplifications made in the modeling and discuss what differences may be expected if higher-order models are used in future work. Due to the challenges inherent in accurately predicting stall and post-stall behavior with tools such as panel-methods and RANS-based CFD [39–44], it is not obvious whether more accurate predictions can be obtained for the aerodynamics of the wings over a large range of angles of attack using these types of higher-order methods even with significant effort and computational cost. However, our results suggest that if such higher-order methods are used for the transition optimization of eVTOL configurations like the one studied here, it may be best to limit the wing-angle design variables such that the lift coefficients and angles of attack are restricted to pre-stall values. Since we found that the energy benefits in stalling the wings are practically negligible for an optimal takeoff, and considering real-world concerns such as safety, stability, and comfort, the effort required to address the accuracy and numerical challenges related to these higher-order methods near and beyond stall does not seem worthwhile for trajectory optimization.

For the propellers, methods such as blade-element methods (or more advanced methods such as free-wake methods [54, 63, 64]) can provide more accurate thrust and energy estimates than momentum theory. Connecting blade-element methods with panel-methods or RANS-based CFD tools are approaches that can help provide more accurate flow augmentation and propeller-wing interaction modeling [27, 51–53, 65, 66]. However, these approaches can have limitations related to inflow conditions when the propeller incidence angle is not small. Based on our results, improvements in propeller
modeling will likely impact the details of the optimal trajectory, but it seems unlikely that a significant impact will be made on the general shapes of the optimal climb profiles and the conclusions made on the effects of propeller-wing flow interaction, wing loading, and power-to-weight ratio on the electrical energy consumption.

Two major assumptions made in this work are that there is no interaction between the forward and rear wings (except for the interaction considered to calculate the effective span efficiencies), and that the wings rotate and behave identically. Reducing these simplifications and considering factors such as downwash, upwash, trim, and stability, the flows experienced by the forward and rear wings will not be identical. Depending on the modeling approach used, higher-order methods and separate control variables for the wings will help provide more accurate simulations. However, we do not expect the main trends seen in our optimization results to change significantly.

5 Conclusion

In this work, to address the lack of literature on the optimal takeoff trajectory for passenger tilt-wing eVTOL aircraft, we constructed a simplified model for a tandem tilt-wing eVTOL aircraft and numerically optimized its takeoff-to-cruise trajectory with the objective of minimizing energy consumption. We used low-order first-principles-based models for the aerodynamics, propulsion, propeller-wing flow-interaction, and flight-mechanics disciplines to capture the primary multidisciplinary trends. We carried out optimizations with and without stall and acceleration constraints, and with varying levels of flow augmentation from propellers.

The optimized trajectories without acceleration constraints involve first transitioning to forward flight and accelerating, followed by climbing at roughly constant speed, and then finally accelerating to the required cruise speed, all performed at or almost at maximum power. Without an acceleration constraint, the accelerations reach 1 g in magnitude. With an acceleration limit of 0.3 g for passenger comfort, the transition, climb, and acceleration phases are more gradual and less distinct, and are not carried out at maximum power.

The optimized takeoffs involve stalling the wings or flying near the stall angle of attack, both with and without the acceleration limit of 0.3 g. However, based on the optimization cases with stall constraints, we found that the energy penalty for avoiding stall is practically negligible.

With different levels of flow augmentation from the propellers, we found that the optimized trajectories have practically negligible differences in energy consumption. However, with the acceleration constraint, the optimized trajectories have noticeable differences in shape with the different levels of flow augmentation. With lower levels of flow augmentation, the optimized trajectories involve taking off with smaller wing angles to the vertical and gaining more altitude during the initial takeoff phase.

Based on our models, the optimized takeoff-to-cruise flight with the acceleration constraint, for the particular air-taxi mission requirements considered (cruise at a speed of 67 m/s and an altitude of 305 m), consumes 1.9 kWh of electrical energy (19 kg of installed-battery mass based on an installed-battery specific energy of 100 Wh/kg).
Without acceleration constraints, the optimized trajectories require 9% less electrical energy. Compared to a simpler and primarily hand-tuned trajectory in which the aircraft takes off, climbs at the wing angle for best rate of climb, and then accelerates to the required cruise speed, the optimized trajectories with the acceleration constraint require 5% less electrical energy.

We also studied the impact of changing the wing loading on the optimization results. With higher wing loadings (up to 250% of the baseline), we found that the optimized trajectories involve larger angles of attack, but the flight time and electrical energy consumed do not change substantially. We also found that, even with low levels of flow augmentation, it is still possible to avoid stalling the wings with this range of wing sizes.

Similarly, we studied the impact of decreasing the power-to-weight ratio and found that with low available power, the optimized takeoffs are carried out at or close to maximum power. The time and electrical energy required also increase as the maximum power available decreases. With the two lowest maximum-power levels considered (corresponding to maximum thrust-to-weight ratios at hover of 1.2 and 1.3), the optimized trajectories include purely vertical-flight phases, something not seen in the other optimization results presented in this paper. We also found that with low available power and low levels of flow augmentation, stalling the wings during takeoff can be unavoidable.

Overall, we conclude that the design space for the takeoff-to-cruise trajectory of the tilt-wing eVTOL aircraft that we study, with the mission specifications used in this work, is relatively flat from an energy consumption point of view. Relatively large changes to the flight profiles and the flow augmentation levels, as well as to the baseline wing loading and power-to-weight ratio, result in relatively small changes to the electrical energy consumed.

Readers are invited to experiment with the publicly available scripts linked to in this paper and study how the results and conclusions change for different specifications (e.g., different cruise altitude and speed requirements).

A Appendix: Comparison of the Tangler–Ostowari model with experimental data

Figures 14 and 15 show comparisons of the Tangler–Ostowari model described in Section 2.1 to experimental data from Ostowari and Naik [32] for rectangular NACA 4415 and NACA 4412 wings. Experimental data for two aspect ratios, 6 and 9, and two Reynolds numbers, 0.25 million and 1 million, are included for comparison. The Tangler–Ostowari model provides a reasonable model for the post-stall behavior and one of the limitations is that the post-stall drop in lift is not as sharp as seen in the experimental data.
Figure 14: Post-stall coefficients of lift and drag from the Tangler–Ostowari model compared to experimental data from Ostowari and Naik [32] for rectangular NACA 4415 wings

Figure 15: Post-stall coefficients of lift and drag from the Tangler–Ostowari model compared to experimental data from Ostowari and Naik [32] for rectangular NACA 4412 wings
Appendix: Drag coefficient curve-fit for angles below 27.5°

Table 5 lists the pre-stall data points for the least-squares curve-fit used for computing the drag coefficient of each wing as a function of angle of attack for angles below 27.5°. Figure 16 shows the curve and data points for this least-squares curve-fit. The post-stall data points are listed in Table 1.

Table 5: Pre-stall drag coefficient data points used for the quartic curve-fit ($AR = 8$)

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$c_d$</th>
<th>$C_{D,\text{induced}}$</th>
<th>$C_D = c_d + C_{D,\text{induced}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0°</td>
<td>0.006</td>
<td>0.0</td>
<td>0.006</td>
</tr>
<tr>
<td>2°</td>
<td>0.0062</td>
<td>0.00137</td>
<td>0.00757</td>
</tr>
<tr>
<td>4°</td>
<td>0.007</td>
<td>0.00549</td>
<td>0.01249</td>
</tr>
<tr>
<td>6°</td>
<td>0.008</td>
<td>0.01234</td>
<td>0.02034</td>
</tr>
<tr>
<td>8°</td>
<td>0.0095</td>
<td>0.02194</td>
<td>0.03144</td>
</tr>
<tr>
<td>10°</td>
<td>0.012</td>
<td>0.03429</td>
<td>0.04629</td>
</tr>
<tr>
<td>12°</td>
<td>0.015</td>
<td>0.04937</td>
<td>0.06437</td>
</tr>
</tbody>
</table>

Figure 16: Least-squares quartic curve-fit for the wing drag coefficient for angles of attack below than 27.5°
C Appendix: Zoom-in of the initial phase of the optimized trajectories without acceleration constraints or horizontal-displacement requirements

Figure 17 provides a closer view of the initial transition phase of the trajectories shown in Figs. 5 and 6.

![Graph showing zoomed-in transition phase](image)

Figure 17: Zoomed-in transition phase of the trajectories shown in Figs. 5 and 6. The dashed curves correspond to the results without stall constraints.

D Appendix: Plots showing comparisons with varying numbers of B-spline control points

Figures 18 and 19 show comparisons of optimization results with varying numbers of B-spline control points for the wing-angle and electrical-power design variables.
Figure 18: Optimization results for varying numbers of B-spline control points for the design variables, without stall or acceleration constraints ($k_w = 100\%$, final horizontal displacements = 696 m)
Figure 19: Optimization results for varying numbers of B-spline control points for the design variables, with the acceleration constraint and horizontal-displacement requirement (no stall constraints, $k_w = 100\%$)
E Appendix: Energy values for optimizations without acceleration constraints but with the 900 m horizontal-displacement requirement

For a direct comparison to energy consumption values with the acceleration constraint and the horizontal-displacement requirement presented in Section 4.2, energy consumption values are listed in Table 6 for optimization cases without the acceleration constraint but with the horizontal-displacement requirement of 900 m.

Table 6: Energy consumption values for optimizations without acceleration constraints but with the 900 m horizontal-displacement requirement

<table>
<thead>
<tr>
<th>$k_w$</th>
<th>Energy consumption without stall constraints [Wh]</th>
<th>Energy consumption with stall constraints [Wh]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0%</td>
<td>1694.3</td>
<td>1720.0</td>
</tr>
<tr>
<td>25%</td>
<td>1693.8</td>
<td>1707.1</td>
</tr>
<tr>
<td>50%</td>
<td>1694.9</td>
<td>1698.1</td>
</tr>
<tr>
<td>75%</td>
<td>1697.5</td>
<td>1697.5</td>
</tr>
<tr>
<td>100%</td>
<td>1700.2</td>
<td>1700.2</td>
</tr>
<tr>
<td>200%</td>
<td>1710.6</td>
<td>1710.6</td>
</tr>
</tbody>
</table>
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